Wyprawa po Swiecie Big Data:
~ O0d Chaosu do Wartosci -

\
. Przewodnik po nowoczesnych architekturach,
/ technologiach i strategiach przetwarzania danych.




Krajobraz Big Data: b
Krajobraz Big Data: Wiecej

Nii "Duio Danych" Volume (Objetosc)

99 »Big Data to ekosystem technologii
(takich jak Spark, Hadoop, Kafka,
Delta Lake), metod (w tym ETL,
przetwarzanie strumieniowe i
uczenie maszynowe) oraz podejsé¢
architektonicznych, ktore
przeksztatcajg chaotyczne
strumienie informacji w praktyczne
whnioski.”

Velocity (Szybkosc)

Variety (R6znorodnos¢)

Veracity (Wiarygodnosc)

Value (Wartos¢)

Kluczowe charakterystyki, ktore definiujq wyzwania i mozliwosci w swiecie danych. e



oV w Praktyce: Od Koncepcji do Technologii

Volume
(Objetosc)

Velocity
(Szybkos¢)

Variety
(R6znorodnosc)

Veracity
(Wiarygodnosc)

Value
(Wartosc)

Ogromne ilosci danych - od terabajtow do eksabajtow.
Przyktad: Logi aplikacji generowane przez miliony uzytkownikow mobilnych.

Technologie: Przechowywane w systemach rozproszonych jak HDFS, Amazon S3, Azure
Data Lake Storage, czesto zarzadzane przez Delta Lake lub Apache Iceberg.

Analiza tysiecy transakcji na sekunde w systemach wykrywania oszustw.

Przyktad: Systemy wykrywania oszustw analizujace tysigce transakcji na sekunde.
Technologie: Apache Kafka, Flink, Spark Structured Streaming.

£aczenie danych transakcyjnych (SQL), zdarzen clickstream (JSON) i recenz;ji (tekst).

Przyktad: Platforma e-commerce taczy dane transakcyjne (SQL), zdarzenia clickstream (JSON)
| recenzje uzytkownikow (tekst).

Technologie: Apache Spark, Parquet, ORC, Delta.

Koniecznos¢ filtrowania dezinformacji i zapewnienia jakosci danych.
Przyktad: Analityka mediéw spotecznosciowych musi filtrowac dezinformacje.
Technologie: Frameworki do walidacji jak Great Expectations, oczyszczanie w potokach ETL/ELT.

Przeksztatcanie danych w decyzje biznesowe, np. optymalizacja cen.
Przykiad: Optymalizacja cen w czasie rzeczywistym na platformach jak Uber.
Technologie: Data Science, Machine Learning, analityka predykcyjna.
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Dwie Sciezki Przetwarzania: Batch vs. Stream

=

Batch Processing

Przetwarzanie duzych wolumendw danych zebranych w
okreslonym czasie, w dyskretnych, zaplanowanych cyklach

(np. co godzine, co noc).

Cechy kluczowe: Wysoka przepustowosc, wyzsza latencja,
dane kompletne w momencie przetwarzania.

Przypadki uzycia: Codzienne raporty biznesowe, miesieczne

fakturowanie, transformacje w hurtowniach danych (dbt).

<7

)

Stream Processing

Obstuga ciggtych przeptywow danych - zdarzenia s
przetwarzane natychmiast po ich nadejsciu, co umozliwia
analize w czasie rzeczywistym.

Cechy kluczowe: Niska latencja (milisekundy-sekundy),
przetwarzanie rekord po rekordzie, wymaga zarzadzania
stanem.

Przypadki uzycia: Wykrywanie oszustw, monitorowanie
sensorow loT, personalizacja w czasie rzeczywistym.

Aspekt Batch Processing Stream Processing

Typ danych Historyczne, statyczne Ciggte, w czasie rzeczywistym
Latencja Minuty do godzin Milisekundy do sekund

Model Okresowe zadania (jobs) Ciagly przeptyw zdarzen
Ztozonos¢ katwiejszy do wdrozenia Trudniejszy (zarzadzanie stanem)
Narzedzia Spark, dbt, Hive, Airflow Kafka, Flink, Spark Streaming
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Urzgdzenia
loT

Warstwa
Analitykii ML ™

Warstwa Warstwa Warstwa

Ingestii , 7 Przetwarzania ¢ Przechowywania m

ol

l Narzedzla Bl

Mndele ML

Gyd

g * Kafka

Delta Lake

/e

Kinesis

Apache Iceberg

Aplikacje Al

Ten przeptyw end-to-end ilustruje, jak nowoczesne systemy danych obstuguja pozyskiwanie,

transformacje i analize na duzg skalg, tworzac fundament dla podejmowania decyzji opartych e

na danych.



Ekosystem Big Data: Narzedzia 1 Ich Role

Warstwa Ingestii (Data Ingestion)

Responsibility: Zbieranie i przesytanie strumieniowe danych z réznych zrodet.
Tools: Apache Kafka, Amazon Kinesis, Fivetran / Airbyte.

Warstwa Przechowywania (Data Storage)

Responsibility: Niezawodne i tanie przechowywanie ogromnych zbiorow danych.
Tools: Amazon S3 / ADLS, Delta Lake, Apache Iceberg / Hudi.

Warstwa Przetwarzania (Data Processing)

Responsibility: Obliczeniowy kregostup — transformacja, czyszczenie i analiza danych.

Tools: Apache Spark, Apache Flink, dbt.

Warstwa Zapytan (Data Query and Access)

Responsibility: Narzedzia do interaktywnych zapytan i eksploracji danych.
Tools: Presto / Trino, Databricks SQL, Snowflake.

Warstwa ML i Analityki (Machine Learning & Analytics)
Responsib: taczy inzynierie danych z Al, umozliwiagc modelowanie predykcyjne.
Tools: MLflow, TensorFlow / PyTorch, Power Bl / Tableau.
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Apache Kafka: Centralny Uklad Nerwowy
Przesylania Strumieniowego

Rozproszona platforma streamingowa, ktora dziata jako bufor dla zdarzen w czasie
rzeczywistym, oddzielajgc producentéw od konsumentdw.

Model Publish-Subscribe

Producenci wysytajq wiadomosci
(zdarzenia) do tematow. Konsumenci
subskrybuja tematy, aby je odczytac.

Partycje i Skalowalnos¢ !
Grupa
Producent Temat (Topic) ~ Konsument

&
\L Partycja 0 1 2]
g
=1 Partycja 2 - =1

e

Producent Grupa
Konsumentow
Partycje i Skalowalnosé¢ .
Tematy sg dzielone na partycje, co pozwala
na rownolegte przetwarzanie i horyzontalne
skalowanie.

Partycja 1

Y
u
|

Offset

Unikalny identyfikator
wiadomosci w partycji.

¥

Replikacja
Zapewnia odpornosc na
awarie.

Retencja

Dane sg przechowywane
nawet po odczytaniu.
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Apache Spark: Zunifikowany Silnik do Przetwarzania Danych

Spark to ujednolicony silnik analityczny, ktory obstuguje zaréwno przetwarzanie
wsadowe (batch), jak i strumieniowe (streaming) przy uzyciu tego samego API.

Koncepcja: Nieskonczona Tabela

Structured
Streaming

Spark SQL

Spark Structured Streaming traktuje strumien danych jako
nieskonczong tabele. Kazde nowe zdarzenie to kolejny
wiersz dodawany do tej tabeli.

SN LU

MLIib Model Przetwarzania

Model: Micro-batching (przetwarzanie w matych,
dyskretnych paczkach).

- Spark Core

Ten sam kod moze dziatac¢ na danych historycznych (batch) i danych czasu rzeczywistego (stream),
CO Znacznie upraszcza rozwoj i utrzymanie.
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Ewolucja Przechowywania: Od Hurtowni Danych
do Architektury Lakehouse

0
=[]
— =
S T
Data Warehouse Data Lake Lakehouse
Dane: Strukturalne, po Dane: Wszystkie typy - surowe, Dane: Ujednolicone - wszystkie
transformacji (Schema-on-write). nieustrukturyzowane (Schema-on- formaty w jednym miejscu.
read).
Zastosowanie: Business Zastosowanie: Eksploracja Zastosowanie: Zunifikowana
Intelligence, raportowanie. danych, trenowanie modeli ML. analityka i Al na tych samych danych.
Przyktady: Snowflake, Redshift, Przyktady: Amazon S3, ADLS z Przyktady: Databricks Delta Lake,
BigQuery. Hadoop. Apache Iceberg, Apache Hudi.

s Y

Lakehouse taczy elastycznosc Data Lake z funkcjami zarzadzania i wydajnoscia Data
Warehouse, wprowadzajac transakcje ACID, zarzadzanie schematem i szybkie zapytania

SQL bezposrednio na tanim storage'u obiektowym.
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Utrzymanie Jakosci i Porzadku: Architektura Medallion

Architektura Medallion (opracowana przez Databricks) organizuje dane w warstwy logiczne (Bronze,
Silver, Gold), ktore stopniowo poprawiaja jakosé, uzytecznosc i tad danych.

Warstwa BRONZE Warstwa SILVER Warstwa GOLD
(Surowa) (Oczyszczona) (Biznesowa)

¢ Cel: Surowe dane pobrane ze e Cel: Dane oczyszczone, e Cel: Zagregowane zbiory
Zrodet, bez transformacji. zdeduplikowane, potaczone z danych gotowe do analizy

e Przyktad: Surowe zdarzenia danymi referencyjnymi. biznesowej i ML.
JSON z Kafki zapisane do tabeli e Przyktad: Usuniecie nulli, e Przyktad: Tabele zasilajace
Delta. wzbogacenie ID uzytkownika o dashboardy KPI, cechy dla

dane z profilu. modeli uczenia maszynowego.
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Dwie Strategie Architektoniczne:
Lambda vs. Kappa

Lambda Architecture Kappa Architecture
Idea Idea
taczy przetwarzanie wsadowe (batch) dla doktadnosci z Upraszcza model Lambda, eliminujac warstwe batch. Wszystko

przetwarzaniem strumieniowym (stream) dla wynikéw w czasie
rzeczywistym.

T s
i m
= Strumien Danych

\’

—:@ Warstwa Speed

=— Warstwa
. .
— Serwujaca

jest przetwarzane w jednym potoku strumieniowym.

= _ Strumieri Danych
> (np. Kafka)

Procesor Strumieniowy
(np. Flink)

A Warstwa Serwujgca/
=== Storage (np. Delta Lale)

Wady Zalety
Duplikacja logiki w obu warstwach, trudnos¢ w utrzymaniu. Prostsza, spdjna logika, prawdziwie architektura czasu
rzeczywistego.
i Lambda = Batch + Stream.

Kappa = Tylko Stream (z mozliwoscia ponownego

przetwarzania historii).
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Nowoczesna Transformacja Danych;
Przejscie z ETL na ELT

| Aspekt | ETL (Extract = Transform — Load) ELT (Extract —» Load — Transform)
Przeni Dane s3 ekstrahowane, transformowane na Surowe dane sg najpierw tadowane do data
Pio i zewnetrznym silniku, a nastepnie tadowane do | lake lub hurtowni, a nastepnie transformowane

hurtowni. na miejscu.
Nallenezs'dla Tradycyjnych hurtowni danych z ograniczong | Nowoczesnych architektur chmurowych
oo mocq obliczeniowa. (Snowflake, Databricks, BigQuery).

Narzedzia Informatica, Talend, SSIS. dbt, Spark SQL, Databricks workflows.
Zalety Wczesna walidacja danych, sciste Lepsza skalowalnosc, tanszy storage, obstuga

egzekwowanie schematu.

danych semi- i nieustrukturyzowanych.

Kluczowe Whnioski

Podejscie ELT wykorzystuje moc obliczeniowg nowoczesnych platform danych, co pozwala na wiekszg elastycznosc i
i skalowalno$¢. Dane s3 transformowane dopiero wtedy, gdy znany jest kontekst ich uzycia.

Przykiad Praktyczny
Przyktad: W potoku dbt + Snowflake surowe dane ladujg w schemacie 'raw’, a
dbt transformuje je w czyste modele analityczne bezposrednio w hurtowni.
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Radzenie Sobie z Rzeczywistoscig:
Obstluga Opoznionych Danych

Problem
Definicja:

OpdZnione dane (late data) to zdarzenia, ktére docieraja

pdZniej niz oczekiwano na podstawie ich sygnatury
czasowej (event time).

Konsekwencje:

Ilgnorowanie ich prowadzi do niekompletnych agregaciji.

Przechowywanie stanu w nieskoriczonos¢ prowadzi do
wyciekow pamieci.

[ e

Event A Event C Event B
10:00 10:05 10:02

Q O O >

Czas Zdarzenia (Event Time)

Rozwigzanie: Watermarking w Sparku

Definicja:

Mechanizm pozwalajacy na odrzucanie starych zdarzef,
ktére przybywaja zbyt pézno. Spark sledzi maksymalny
zaobserwowany czas zdarzenia i ignoruje wszystko, co jest
starsze niz max_event_time - prég_opodznienia.

Watermark
10:00:30 '
Aggregation :
.
. 09:58:00
10:00 [0 Topke -

>
Czas Zdarzenia (Event Time)

df .withwWatermark("timestamp', "2 minutes")

Korzysci:
e Poprawna obstuga opdZnionych danych w ramach
dozwolonego progu.
¢ Kontrola zuzycia pamieci poprzez ograniczanie
wzrostu stanu.
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Ostatnia Mila: Od Danych do Decyzji i Predykgcji

Narzedzia Bl
(Tableau, Power Bl, Looker)

Modele ML
(MLflow, TensorFlow)

%’E

Lakehouse

Wyzwania w Integracji

e Niedopasowanie latencji:
Narzedzia Bl oczekuja zapytan
wsadowych, a strumienie s3 ciagte.

o Swiezoé¢ danych: Dashboardy
muszg odswiezac sie w sekundach
bez przecigzania silnika zapytan.

(Delta Lake)

e Ewolucja schematu: Struktury
danych w czasie rzeczywistym
czesto sie zmieniaja.

Al -
72
Dashboardy Real-Time
(Databricks SQL)

Nowoczesne Rozwigzanie: Platformy takie jak Databricks upraszczajg te integracje, oferujac natywne
konektory i silniki SQL zoptymalizowane do zapytan na danych strumieniowych zapisanych w Delta Lake.
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Fundament Wydajnosci: Kolumnowy
Format Przechowywania Parquet

Parquet to format przechowywania kolumnowego zoptymalizowany pod katem obciazen analitycznych.
Dane sg przechowywane w kolumnach, a nie wierszach, co drastycznie redukuje ilos¢ operacji I/0O na dysku.

Przechowywanie Wierszowe Przechowywanie Kolumnowe - Parquet
UserlD Date Amount UserlD Date Amount
1 [12-1212 | 150 @ SUM(Amuunt) 1 [ 124242 | 150 @1 SU M(Amgunt)
2 12-13-12 450 2 12-13-12 420 —
3 22-12-13 100 ; 3 22-12-13 100 ;}

UserlD Date  Amount UserlD Date  Amount Amount
UserlD Date  Amount UserlD Date  Amount All UserlDs All Dates All Amounts
UserlD Date  Amount UserlD Date  Amount All UserlDs All Dates All Amounts

Predicate Pushdown Ny, Efektywna Kompresja Ewolucja Schematu
Zapytania (np. WHERE date > '...") Kolumny tego samego typu — Metadane schematu sq osadzone
odczytujg tylko te bloki danych, /’ ‘\ danych kompresujg sie e w pliku, co pozwala na dodawanie
ktore spetniajg warunek. znacznie lepiej. nowych kolumn bez przepisywania

starych danych.

Potaczenie technologii takich jak Spark, Delta Lake i formatu Parquet tworzy rdzen nowoczesnych,
wydajnych i niezawodnych platform danych, ktére napedzaja analityke i Al na masowa skale.
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